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ABSTRACT

John von Neumann en~’isioned scientists and mathematicians

analyzing and controlling their numerical ●xperiments on

nonlinear dynamic systems interactively. We describe our

concept of a real-time Numerical Fluid Dynamics Simulator

NFDS, and derive its characteristics adopting the following

as guiding principles:

a) thht the performance characteristics (information

output, throughput and storage) of the NFDS be defined

by the maximum rate at which the researcher can absorb

the results of his / her simulation, thus establishing

an impedance match between man and machine,

b) that the NFDS off-load from the researcher-s

brain in ●very way possiDle the routine tasks of data

analysis that can be done automatically, al~d

c) tha t the NFDS is operated as a dedicated

experlmentil device, much as a wind tunnel , and that

the researcher has complete control over the apparatus

and ●xperiment.

We ●nvision the NFDS to be composed of simulation

processors, da u storage devices, and image processing

devices of ex’.remely high power and capacity, interconnected

by very high throughput communication channels. Ue present

individual component performance requirements for hO th

real-time and playback opera tirlg modes of the NFDS, using

problems of current interest in fluid dynamics as examples.

S:811ng relations are derived showing the dependence of

aystvm requlrcmcnts on thr rllmcrlslnnnlity and complexity of

the uumcrir.al rndcl. Ut3 COnClUdC by exten(lin~ our analysis
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to the sys tern requirements posed in modeling the more

involved physics of radiation hydrodynamics.

JOHN VON NEUMANN-S VISION

In a remarkable paperl that was never published during his

lifetime, John von Ne~mann developed in 1946 the concept of a

digital computer, computational synergotics, numerical

●xperiments, and software productivity. The von Neumann

machine architecture, consisting of a central processing

unit, memory, logical control, and an input-output system has

●ssentially dominated the basic desigr, of digiul computers

for the past 40 years. Only recently, with the appearance of

parallel processing machinea, has the development gone beyond

the basic von Neumann concept. His notion of computational

synergetic, i.e. the use of numerical simulations for

“providing us with those heuristic hints which are needed in

all parts of ❑athematics fox genuine progress”, has received

particular attention in the literature, aee e.g. the review

papers by B!rkhoff2 and Zabusky3. Software productivity is

of ●ver increasing impormnce as compuUtional Lssks grow in

complexity. Von Neumann-s statement that “every effort must

be made tc simplify the coding of problems” is as true in

1985 as it has been in 1945, may be ●ven more so. This issue

is finelly being taken seriously through the development of

new programming languages Much as ADA or GIBBS.

One defining characteristic uf a numeric~l ●xperiment in

vou Ncummnn-s sense is the Ability of the human researcher

“ to cxerc.isc his intuitive judgement as the calculation
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develops”. This necessitates the capability of the computer

eystem to provide the user with a continuous read out of ●ll

●ssential information “while the calculation is in progress”.

The user “can then intervene whenever he sees fit”.

Consequently, von Neumann placee ●normous ●mphasis on what he

calls the input-output organ. Its purpose is to present

final results, generate restirt dumps for later usage, ●nd

let the user follow the computation by pruviding intermediate

results of the simulation and ● rror diagnostics in graphical

form. Of course, von Neumann was thinking in terms of the

technological base of his time, and therefore discussed the

use of oscilloscopes as the primary graphical output medium

for intermediate results and ● rror diagnostics.

In this paper we want to underuke the ask of translating

von Neumann-s original vision into our modern technological

context. We will generalize his ideae of graphical error

din~nostics by introducing the powerful tools of image

processing and enhancement , and pattern recognition into the

intermediate and final analysis of numerical. ●xl>eriinents.

Finally, we will give a eystem analysis that will show the

computational and communicational burden that high resolution

continuum mechanics simulations, euch as multi dimensional

gas dynamics and radiation hydro ccmputitions, place on any

givetl computer environment.
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IMPEIJANCEMATCHMAN-MACHINE: GIGABAUD

Productive real-time r,umerical ●xperiments must ●smblish ● n

impe lance match of information flow betw~en man ●nd machine.

That means in p~rticular that the information flow of the

numerical experiment has to match the hunwn needs, not the

other way around. Otherwise, the productivity of the user of

such a facility will go way down because of ●xcessive waiting

periods at the user-s ●nd. In this context the relevant

question we therefore have to address is: What is the maximum

baurlrate with which the human brain-eye system can be driven?

An estimate of tilis quantity, correct to within an order of

magnitude, gives: GIGABAUD, i.e. gigabits per second.

We have arrived at this estimate, which follows alone from

human physiology, in the follo~ing way. The spatial

resolution of the human aye is about 1 minute of ●rc, its

●pproximate field of view 60 x 60 square degrees, color

aensitlvity varies throughout the visible spectrum, but stays

with!n 8 bits in the red, green, and blue channel, leading to

a rnaxfmum of 24 bits of color resolution. One also has to

considl’r the fact that the eye is somewhat more sensitive in

grey shades than in color. If we couple these numbers with a

display rate of a mere 3 Hz we already arrive at the fact

that the human pbyslology ● llows ua to receive visual

information at a GIGABAUD rate. Realistically speaking th~

tate is a few GIGABAUD b@cause our ●ye operates on ● higher

than 3 Ilz *.efresh rate.

Good raster graphics devices operate on a 60 to 70 tlz

noninterlaced refresh ra te , avoiding the detection of

flickering 011 the acrecn by the ●ye. This does not mean that
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we ●ctually could drive our ●ye at that much higher baud rate

8s would be indicated by the use of 70 Hz. In fact,

typically the entire information content of an image does not

change completely from frame to frame. Inntead, there will

be a lot of redundancy in neighborin~ frames, which WI?

inadvertently exploit by using our brain ● s a differential

analyze . So, the basic fact remains: We can receive visual

information at GIGABAUD rates!

As has already been pointed out by von Neumann, these high

baudrates will be followed by a ❑uch slower human thought

proces9. This slow pr~cess of inking sense of and

understanding the numerical simulation, difiering

substantially in speed from user to user, hopefully will

transform the flow of information into knowledge and finally

insight. As we all know, the result of a simulation should

be insight not numbers (Hamming).

IMAGE PROCESSING ANLIANALYSIS

Thus, we have eshblished the need for an ●fficient

GIGABAUD-interface between the user and the machine. !iuch an

interface in certainly necessary but in many cases not

sufficient to allow a creative use of algorithmic

developments in the eolution of nonlinear physical problems.

A mlsslng element is the Ability to process the images ~hat

result from complex calculation%, such as coupled systems of

nonlinear PI.)ES● Analyzing the numerical dati Ab IMAGES with

the best tools available will allow uu to recognize patterra,

often of an unexpected nature , Such tcctmlques have been
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uell- developed in the context of the interprebtion of

observa tional and experimental data. The rationale and

procedure for doing such analysis applies equally well to the

results of numerical experiments on digitil computers. The

bottom line is: once you have a billion numbers, it doesn-t

❑atter any more how you got them, whether from observation,

laboratory or numerical ●xperiment. You have to analyze

them, preferably in image form, in order to understand their

physical significance.

Once an image has been generated, for example as a bit map

for a video display screen, it can be processed to highlight

patterns not obvious from the “raw” picture. The combination

of the humn mind and eye is without doubt the best pattern

recognize. However, they can be greatly aided by image

processing software. A common but valuable usage in the

analysis of experlmentil data is image ●nhancement through

digiml filters. This has been dramatically illustrated in

the Jet Propulsion Lab pictures of Jupiter and its

satellites. Such techniques could be similarly used to

emphasize discontinuitles in gas flows that result from

physicai phenomena such as shock fronts and contict

discontinuities. Another exdmple is the extraction of both

the most and least significant parts of the dats for separate

treatment. The most significant bits hopefully will conuin

the essence of the physics; the least significant bits surely

will indicate the numerical noise level of the ●xperiment.

They also may indicate the development of certiin trends

which otherwise would stay unnoticed because they are hidden

in the full solution through the presence of well developed

dominant features, As a final ●xample for the use of image
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analyl<is methods let us consider the comparison of images

that result from different calculational schemes but the same

physical problem. In this case the comparison will show us

the sensitivity of the solution due to different numerical

❑ethods, grid resolution or refinement.

Even more powerful will be the use of these tools to give

the necessary feedback for the control and optimization of

the numerical experiment itself. This kind of feedback can

be provided at three increasing levels of complexity.

The first is that, as a result of the image processing and

analysis, it is possible to imptove on the algorithmic part

of the calculation, e.g. mesh refinement. The information

can be used to modify the detiils of the calculation to

improve the results the next time around. This is the most

commofi ua y such improvements take place today, albeit often

based on calculation long since done and using the human

mind-eye combination as the image processor for studying a

paper plot.

Another increase in user productivity will be achieved by

allowing interactive feedback of image proceaaing information

(through a user at a graphics a~tion) to affect the c~ur~e .

of a running simulation. For example, adaptive mesh

techniques often involve the setting of certain global

parameters that deteimine what parts of the physics are beat

resolved. As the global parameters enter in a highly

nonlinear manner, their effect on the overall ayatem cannot

●asily be predicted. If these parameter were accessible,

selectively, through 1/0 devices such as joysticks, the user

could instanhneously improve (or attempt to improve) A

running simulation &nd receive immediate information about
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the effect of such changes. It is quite likely that the

intuition developed from such computing sessions would lead

rather rapidly to more general methods and certiinly to a

better tailoring of existing algorithms to problems of

interest.

At the final level of ●ffectiveness, the image analysis is

directly coupled into the running problem in the same way as

control and optimization techniques are used in an industrial

setting. The user is now really in the driver-s seat of the

numerical ?xperiment and will be able to ●liminate a lot of

waste. In a way, his relation to the numerical ●xperiment is

much the same as that of a pilot to a flight simulator. The

example of adaptive mesh algorithms is aloo applicable here.

As methods of optimizing the parameters result from

experience with running a large number of problems, it is

justa matter of time until connections can be established

between image analysis and automatic optimal settings of

these parameters.

A key point to make is that as the techniques of image

processing and analysis become available at the three levels

described above, they will evolve in ways that cannot be

predicted. The framework of a flexible, <interactive ,

graphics interface between the user and the machine will be

crucial in the course of this evolution. The possibility of

improving the productivity of algorithm development and

problem solving by many orders of magnitude, particularly on

the human timescale, seems within our grasp.
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INTEGRATED SYSTLJI REQUIREMENTS

Having ●stima ted a reasonable uppe~ limit on human throughput

Th, We can now addrzBs the following question: What are the

requisite s><stern capabilities (execi~tion speed, network

throughput, and storage capacity) such that for an arbitrary

application, user productivity is maximized? In other words,

how fast must the simulation processors and communication

channels he when opcrattng the NFDS in real-time mode and how

large must the fast- access memory be when operating in

play-back mode, &uch that the output of the numerical.

simulation is COilveyed to the user-s brain-eye system at a

sustiined rate Tp,? These numbers will now % derived for two

specific applications with the help of a few simple

relations.

The outrut of the simulation proces:jors O in words per

second ir giveo by

(1)

where X is the processors” aggregate execution speed in

equivalent opc:ations per second, and ~ is the application

algorithm-s average complexity per zone measured irI number of

operations per updated field variable. Factors affecting F

are the size, dimensionality, and degree of coupling of the

physical system (i.e., differential, integral,

integro-d inferential), which will be reflected in the

numerical method of solution. ~ will depend on the

algorithm-s order of accuracy and number of unknowns in



-1o-

different ways for explicit and implicit systems, and whether

direct or iterative methods are used for the solution of the

latter.

The simulation processors can be thought of as an

information pump generating O words/second of raw dam. We

would like to tip that output and route it to image devices

that display information in any desired form as fast as it is

being produced. Exploiting the redundancy in the raw dam,

we can write the inter-system throughput baud requirement Tis

aa

‘is
= W O fd fc fs fr min(P/S,l) (2)

where W 1s the word length in bits, and the f“a are

redundancy and reduction factors defined as follows: fd iS

the dump frequency factor equal to the inverse of the

interval in cycles between dumps; fc is the data compression

factor representing the truncation of a full machine word of

length W to of order 24 bits of color information; thus,

fc = 24/W; :8 is the selection factor, reflecting the

fraction of the total number of field variables you would

like to display at once; and fr is the redundancy factor

reflecting the fractional change of the image in time.

Esti~tes for these factora are given below; their product

can be rse-~eral orders of magnitude smaller than unity,

significantly reducing inter-systen throughput requirements

below the raw output baudrate W x O. The last factor in

equ. (2) reduces Tis by a factor P/S if the problem size S in

zones ●xceeds the nunber of pixels P on the image device.
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‘is ●S defined in ●quation (2) represents the rate at

which nonredundant data is drawn from the simulation

processors to be dispiayed by an image device, and defines

the rate the intersystem communication channels must siustiin.

The internal throughout of the image device Tid mUSt be

greater than Ti~ by a factor llfr bee’ ~se the ncnredund~nt

da~ must be expanded to fill ●he screen.

Ouc p Iciple of impedance matching man and machine

implies that Tid must Pqual the ●ffective human tttroughput

Th “
eff”

‘id - ‘i~ ‘ ‘r = ‘heff = min(S/p,l) Th (3)

Th i~ less than the maximum human throughput Th by a
eff

factor S/P for S ( P simply because a deficit in information

due to low reso!utinn or restricted field of view cannot be

compensated for by a higher display rate.

Substitllting for Ti9 from equ. (2) into equ. (3),

eliminating O via equ. (1), and soiving ior X we find:

X - Th~ (S/P) / (~! fd fc fa) (4)

This relation specifies the execution speed X required to

maintain a throughput Th to the user for a simulation c1f
eft

complexity z, tiking into ~c~ount reductiou factors. Note

that X scales linearly with the problem size S, as it should.
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Let us illustrate the utility of equ. (4) with two

●xamples of current interest: 3-D ●xpllcit gas dynsmics ●od

1-D implicit radiation hydrodynamics. The complexity factors

~ are evaluated and tibulated below on the basis of measured

performance of the two fully vectorized codes PPM4 and

WH80S5 , respectively, on a Cray-1 camputer assuming a

susuined execution rate X of 20 Megaflops. V is the number

of variables per zone and R the execution rate of the code in

updatal points per second.

Case 1.: Suppose we want to perform a 3-D ●xplicit gas

dynamics computxition on a grid of 1,000,000 zones and monitor

the outcome in real time while sampling only every tenth

timestep. Assuming~ ~calea linenrly with the dimensionality

of the system, we derive a value of C = 300 on the basis oi

Table 1. Assuming U - 64, fd = 1/10, fc = 3/8, f8 = 115 and

SIP = 10’/36002, ve find X = 48 gigailops. Such a machine

could sustain an effective baudrate of 1 gigabaud x S/P - 77

❑ega%ud of imsge information from the ahove application to

the user. The use of a comforuble 10,000,000 zones makes

X = 0.5 teraflop and the output b~udrmte approaches Th.

Case 2: Suppose we want to compute L-D implicit radiation

hydrodynamics flows including the full apace-angle-frequency

coupling of the radiation field on a fully adaptive mesh in

Table k: Sam\llc complexity factors Z

Cod e Description

PPM 2-D explicit 4 25,000 2C3
gns dynamlca
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space, angle and frequency as proposed in Uinkler, et al .6.

Suppose we use 5(.) x 50 zones in the angle-frequency mesh, ●nd

300 zones in the spatial coordinate. This can be

accomplished within the context of the UH80a code by

including the 4 x 50 M 50 intensities and mesh coordinates as

additional unknowns that must be aolverl for at every grid

point, increasing the number of unknowns pcr spatial zone by

a factor (10000 + 8) / 8 = 1000. Since ~ ia defined m a per

variable basj.s, it scales as the square of this factor lf

direct methods such as block gauasian elimination are used to

solve the implicit system. Assuming U = 64, fd m 112,

fc = 3/~, fa m 1/8 ●nd S/P = (3GOx502)/36002, we find

x n 3xlo~6 flops. This enormous rate indicates that direct

methods are impractical for solving this ptoblem, Iterative

techniques, such as ILUCG and multigvid, ~eem to Le the only

hope for such problems in the near future, alnce ~ typi~ally

scales only weakly with the numbe? of unknowns. It remains

to be seen whether such techniques can handle the typicnlly

ill-conditioned matrices of the linear sy~tems involved,

However, ●ssuming iterative technlquus can be made to work on

such problems and that C is of order 2500 independent or the

number of unknotins, then we find X ~ 100 Migaflops.

Thus, we can conceive of running theac two applications

and monitoring their progress in real time on d Numcrlcal

Fluid L)Ynamlcs Simulator cousistlng of almulatlon processors

delivering tens of glgnflops ●nd communlcntlon chmnncl~

carrying imaEo data at RIwhnud rmtes to extremely powerful

lmal;~ ptiocrs#ing devices. in plnyhnck molle, no d@mall(! is

made on th~ Mimuiatloll procossotr, Rather, tllr [,llti 1s

wrl ttel~ ti, otor~}:o at, n rntr dctrrmlnell olily hy tile sppcd of
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tne processors, and stored for later playback at gigabaud

rates. The requisite storage ranges between 10 gigawords and

1 teraword depending on what fraction of the total data is

stored .
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